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Human-inspired Design for Neural Network Architecture

(Observed in Starling Flocks)
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Reconstructed trajectories of a Starling Flock
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